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 ABSTRACT ARTICLE INFO  

 
This is project for medical prescriptive analysis by using machine leaning technology. 

The basic idea is that user can pass on the health details and on processing health 

details, Application can predict the disease. This application also helps user to find out 

the Medical centre for treatment of disease. It also helps in monitoring of health of user 

as for many people it is not possible to carry out routine follow ups. This application 

suggest the list of medical practitioners which are best in market related to user’s 

disease. In proposed system, it provides machine learning algorithms for effective 

prediction of various disease occurrences. This also carries all medical history of patient, 

so it is easy for doctor and also for user to maintain reports. 
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I. INTRODUCTION 
 

Health care system built using machine learning is  

developed with huge number of patient records. With 

enormous growth over the machine learning in recent years 

made it possible to manage huge collection of record sets, it 

is easier for organizations to get a grip on the large volumes 

of data being generated each day, but at the same time can 

also create problems related to security, data access, 

monitoring, high availability and business continuity. So 

with these huge record sets a machine can be built  which 

can learn those data, cluster them, classify them and extract 

them whenever in need. So by using various machine 

learning algorithms we can train a System with those data. 

So it does something more than a normal database system 

which can only be referred rather than making a study over 

those data. Preventable medical errors (PMEs),  which 

means errors which can be avoided by proper monitoring of 

the disease. A recent survey has said that around 250,000 

errors are done in major countries around the world. The 

important fact about this survey is that these are preventable. 

So effective measures must be taken to avoid these errors.  

So a proper system which can maintain the records of 

patients, so that it can be an effective measure to  avoid 

errors and to concern it in any case whether in the case of 

disease prediction or in drug prediction. But how a system 

can be trusted entirely for the prediction of the human 

diseases and prescribing solution. 

 

So the entire activities of the system must be under the 

surveillance of an expert Doctor who have a detailed 

knowledge in the field of medicine. 

 

II. MOTIVATION 
 

Machine learning technologies and algorithms along with 

their applications have attracted significant attention over 

the past few years. An increasing number of enterprises 

invention machine learning analytics and try to exploit their 

potential in order to obtain useful insights about their 

performance and gain a competitive advantage. 

 

III. LITERATURE SURVEY 

[1] Meta learning algorithms for diabetes disease diagnosis 

has been discussed by Sen and Dash. The employed data set 

is Pima Indians diabetes that is received from UCI Machine 

Learning laboratory. WEKA is used for analysis. CART, 

Adaboost, Logiboost and grading learning algorithms are 

used to predict that patient has diabetes or not. Experimental 

results are compared on the behalf of correct or incorrect 

classification. CART offers 78.646% accuracy. The 

Adaboost obtains 77.864% exactness. Logiboost offers the 

correctness of 77.479%. Grading has correct classification 

rate of 66.406%. 
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CART offers highest accuracy of 78.646% and 

misclassification Rate of 21.354%, which is smaller as 

compared to other techniques. 

 

[2] An experimental work to predict diabetes disease is done 

by the Kumari and Chitra 

Machine learning technique that is used by the scientist in 

this experiment is SVM. RBF kernel is used in SVM for the 

purpose of classification. Pima Indian diabetes data set is 

provided by machine learning laboratory at University of 

California, Irvine. MATLAB 2010a are used to conduct 

experiment. SVM offers 78% accuracy. 

 

[3] Ephzibah has constructed a model for diabetes diagnosis. 

Proposed model joins the GA and fuzzy logic. It is used for 

the selection of best subset of features and also for the 

enhancement of classification accuracy. For experiment, 

dataset is picked up from UCI Machine learning laboratory 

that has 8 attributes and 769 cases. MATLAB is used for 

implementation. By using genetic algorithm only three best 

features/attributes are selected. These three attributes are 

used by fuzzy logic classifier and provide 87% 

Accuracy. Around 50% cost is less than the original cost. 

 

IV. PROPOSED SYSTEM 

 
This is project for medical prescriptive analysis by using 

machine leaning technology. The basic idea is that user can 

pass on the health details and on processing health details, 

application can predict the disease. This application also 

helps user to find out the Medical centre for treatment of 

disease. This application suggests the list of medical 

practitioners which are best in market related to user’s 

disease. In proposed system, it provides machine learning 

algorithms for effective prediction of various disease 

occurrences. This also carries all medical history of patient, 

so it is easy for doctor and also for user to maintain reports. 

User classes and characteristics are: 

[1] User/Patient: Use the application for getting the disease 

predicted and use the list of suggested medical practitioner 

by system. 

[2] Doctor: It has information regarding medical practitioner 

and their clinics. It can also fix the patient appointments. 

[3] Database: It stores all information regarding patient’s 

data, doctor’s data, reports provided by user as well as 

generated by system. 

 

Fig. Architecture Diagram 

V. METHODOLOGIES 

[1] Machine Learning: Machine learning is an application 

of artificial intelligence (AI) that provides systems the 

ability to automatically learn and improve from experience 

without being explicitly programmed. Machine learning 

focuses on the development of computer programs that can 

access data and use it learn for themselves. The process of 

learning begins with observations or data, such as examples, 

direct experience, or instruction, in order to look for patterns 

in data and make better decisions in the future based on the 

examples that we provide. The primary aim is to allow the 

computers learn automatically without human intervention 

or assistance and adjust actions accordingly. 

Machine learning algorithms are often categorized as 

supervised or unsupervised. 

a) Supervised machine learning algorithms can apply what 

has been learned in the past to new data using labelled 

examples to predict future events. Starting from the 

analysis of a known training dataset, the learning 

algorithm produces an inferred function to make 

predictions about the output values. The system is able 

to provide targets for any new input after sufficient 

training. The learning algorithm can also compare its 

output with the correct, intended output and find errors 

in order to modify the model accordingly. 

b) In contrast, unsupervised machine learning algorithms 

are used when the information used to train is neither 

classified nor labelled. Unsupervised learning studies 

how systems can infer a function to describe a hidden 

structure from unlabelled data. The system doesn’t 

figure out the right output, but it explores the data and 

can draw inferences from datasets to describe hidden 

structures from unlabelled data. 

c) Reinforcement machine learning algorithms is a 

learning method that interacts with its environment by 

producing actions and discovers errors or rewards. Trial 

and error search and delayed reward are the most 

relevant characteristics of reinforcement learning. This 

method allows machines and software agents to 

automatically determine the ideal behaviour within a 

specific context in order to maximize its performance. 

Simple reward feedback is required for the agent to 

learn which action is best; this is known as the 

reinforcement signal. 

[2] Classification: In machine learning and statistics, 

classification is a supervised learning approach in which the 

computer program learns from the data input given to it and 

then uses this learning to classify new observation. This data 

set may simply be bi-class (like identifying whether the 

person is male or female or that the mail is spam or non- 

spam) or it may be multi-class too. Some examples of 

classification problems are: speech recognition, handwriting 

recognition, bio metric identification, document 

classification etc. Here we have the types of classification 

algorithms in Machine Learning: Linear Classifiers:  

Logistic Regression, Naive Bayes Classifier, Nearest 

Neighbour, Support Vector Machines, Decision Trees, 

Boosted Trees, Random Forest, Neural Networks. 
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[3] Naïve Bayes: It is a classification technique based on 

Bayes’ Theorem with an assumption of independence 

among predictors. In simple terms, a Naive Bayes classifier 

assumes that the presence of a particular feature in a class is 

unrelated to the presence of any other feature. For example, 

a fruit may be considered to be an apple if it is red, round, 

and about 3 inches in diameter. Even if these features 

depend on each other or upon the existence of the other 

features, all of these properties independently contribute to 

the probability that this fruit is an apple and that is why it is 

known as ‘Naive’. Naive Bayes model is easy to build and 

particularly useful for very large data sets. Along with 

simplicity, Naive Bayes is known to outperform even highly 

sophisticated classification methods. Bayes theorem 

provides a way of calculating posterior probability P (c|x) 

from P(c), P(x) and P (x|c). Look at the equation below: 
 

 

Fig. Naïve Bayes Formula 

Above, 

• P(c|x) is the posterior probability of class (c, target) 

given predictor (x, attributes). 

• P(c) is the prior probability of class. 

• P(x|c) is the likelihood which is the probability of 

predictor given class. 

• P(x) is the prior probability of predictor. 

 

[4] Support Vector Machine: “Support Vector Machine” 

(SVM) is a supervised machine learning algorithm which 

can be used for both classification and regression challenges. 

However, it is mostly used in classification problems. In this 

algorithm, we plot each data item as a point in n- 

dimensional space (where n is number of features you have) 

with the value of each feature being the value of a particular 

coordinate. Then, we perform classification by finding the 

hyper-plane that differentiate the two classes very well (look 

at the below snapshot). 
 

 
Fig. Support Vector Machine 

Support Vectors are simply the co-ordinates of individual 

observation. Support Vector Machine is a frontier which 

best segregates the two classes (hyper-plane/ line). 
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VII. CONCLUSION 
 

In this project we are using machine learning technology to 

predict the disease to user and also suggesting medical 

centre for treatment. This application enables the user to 

undergo frequent health checkups and focuses on user’s 

health. 
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